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This tutorial shows how you can clone Linux systems with CloneZilla SE. This is useful for
copying one Linux installation to multiple computers without losing much time, e.g. in a classroom,
or also for creating an image-based backup of a system. I will install CloneZilla SE on a Debian
Etch server in this tutorial. The systems that you want to clone can use whatever Linux distribution
you prefer.

I do not issue any guarantee that this will work for you!

1 Preliminary Note

The Debian server on which I want to install CloneZilla SE is in the local network 192.168.0.0
(netmask 255.255.255.0) and has the IP address 192.168.0.100.

To clone a system, the target systems should use the same or at least similar hardware, otherwise
cloning might not work!

2 Installing CloneZilla SE

First we import the GPG key of the DRBL (Diskless Remote Boot in Linux, needed to boot the
client systems from the network (PXE) later on) and CloneZilla repository:

wget -q http://drbl.sourceforge.net/GPG-KEY-DRBL -O- | apt-key add -
Then we open /etc/apt/sources.list...

vi /etc/apt/sources.list

... and add the DRBL/CloneZilla Debian repository to it:

[...]
deb http://drbl.sourceforge.net/drbl-core drbl stable

[ooo]

Run

apt-get update

afterwards.

Now we can install DRBL and CloneZilla like this:
apt-get install drbl

Then we run

/opt/drbl/sbin/drbl4imp

to configure DRBL and CloneZilla with default values (should work in most environments):
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http://clonezilla.org/clonezilla-server-edition/

This script is for those impatient, it will setup the DRBL server by the default value which might
not fit your environment. Are you impatient ?
[Y/n] <-- ENTER
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Ok, Laziness is a virtue! Let us setup DRBL server with the default values!!!
Press "Enter" to continue... <-- ENTER

]

Starting the NAT services for DRBL clients... done!

ip_forward is already on.

The GDM or KDM config file is NOT found! Skip setting the DM! Maybe you will not be able to
make this DRBL server as thin client server!

Clean all the previous saved config file if they exist...done!

Turn on the boot prompt for PXE client...done!

Turn off the thin client option in PXE boot menu...done!

Modifying /tftpboot/nbi_img/pxelinux.cfg/default to let DRBL client use graphical PXE boot
menu... done!

Full DRBL mode. Remove clientdir opt for label drbl in pxelinux config...

Setting drbl mode="full drbl mode" in /etc/drbl/drbl deploy.conf and /etc/drbl/drblpush.conf...
done!

Full clonezilla mode. Remove clientdir opt for label clonezilla in pxelinux config...

Setting clonezilla_mode="full clonezilla_ mode" in /etc/drbl/drbl deploy.conf and
/etc/drbl/drblpush.conf... done!

You have to use "/opt/drbl/sbin/dcs" -> clonezilla-start to start clonezilla serivce, so that there will
be a clonezilla menu when client boots
*****************************************************.

Adding normal users to group "audio cdrom plugdev floppy video"........ done!
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Updating the YP/NIS for group...

Note! If you add new or remove accounts in the DRBL server in the future, remember to run the
following command again, so that some group (EX:plugdev) will be updated:
tune-debian-dev-group-perm -g "audio cdrom plugdev floppy video" -e
*****************************************************.

Enjoy DRBL!!!

http://drbl.nchc.org.tw; http://drbl.name

NCHC Free Software Labs, Taiwan. http://free.nchc.org.tw
*****************************************************.

If you like, you can reboot the DRBL server now to make sure everything is ready...(This is not
necessary, just an option.).

*****************************************************.

DRBL server is ready! Now set the client machines to boot from PXE or Etherboot (refer to
http://drbl.sourceforge.net for more details).

NOTE! If Etherboot is used in client machine, version 5.4.0 or newer is required!

PS. The config file is saved as /etc/drbl/drblpush.conf. Therefore if you want to run drblpush with
the same config again, you may run it as: /opt/drbl/sbin/drblpush -c /etc/drbl/drblpush.conf
serverl:~#

That's it for the installation.



3 Creating An Image Of A Linux System

To create an image, we first start CloneZilla on the Debian system and tell it to store an image (the
server will then wait until a client connects to store the image), and then we boot the client system
of which we want to create the image from the network - it should then boot into a CloneZilla Linux
system that connects to the server and creates the image.

Run
/opt/drbl/sbin/dcs

on the Debian server and select All Select all clients:

HNCHC Free Software Labzs, Taiwan

| DEBL. deweloped by HCHC Free Software Labs |

s#/Hint? From now on, if multiple choices are available, you hawve to press
space key to mark your selection. A star sign (=) will be shown when the
selection is donesss

Do you want to set the mode for all clients or part of them ¥

Choose the mode:

Fill 3Select all clients
Part 3elect part of clients by IF or MAC address

<0k > LCancel>

Next pick clonezilla-start Start clonezilla mode:

HCHC Hational Center for High-Ferformance Computing, Taiwan

DRBL, dewveloped by HCHC Free Sof tware Labs |
Switch the mode:

remote-1inux-gra Client_remote_Linux, _graphic_mode._powerful_client
remote=]inux=txt Client_remote_Linux,_ text_mode, powerful _client
terminal Client_remote_Display_Linux, _terminal_mode
remote-memtest Client remote boot to run HemtestBe+

remote-fdos Client remote boot to run FreeD03

*lonezilla-start Start_clonezilla_mode

clonezilla-stop Stop_clonezilla_mode

local Client boots itz local 0%

reboot Reboot

shutdown Shutdown clienwt now

Wake-on-LAN Turn on client by Wake-on-LAN now
moTre More modes or commands

<0k > <Cancel >

Choose save-disk Save client disk as an image:


http://images.howtoforge.com/images/clonezilla_se_on_debian_etch/big/1.png
http://images.howtoforge.com/images/clonezilla_se_on_debian_etch/big/2.png

HCHC Hational Center for High-Ferformance Computing, Taiwan

start the Clonezilla mode |
software, and comes with ABSOLUTE HOD WARRANTY=

1
#Clonezilla is free (GFL)
Choose the mode:

Jave client dizk as an image

restore-disk Festore am image to client disk
save-parts Save client partitions as an image
restore-parts Restore an image to client partitions

select-in-client Choose savesresztore in client (unicast only)

L0k LCancel>

Select Later _in_client Later input image and device name in client (you will then be prompted for
an image name later on the client, instead of having to provide an image name now):
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] Clonezilla - Opensource Clone System (DCS) |
Input the image and device name now in this DRBEL server or later in
template client 7

You can choose to input the image and dewvice name mow in the server or
later in the template client. (F5. If you are not sure about the device
name (Ex. hda or sda), it is recommended to choose “Later_in_client™, then
you can select them in the template machine later)?

Choose the mode:

How_in_server  MHow input image and device name
Later_in_client Later input image and device name in client

<0k> <Cancel?

On the next two screens you can simply press ENTER to select the default values:
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| Clonezilla advanced extra parameters
Which clone program(s) and what priority do you prefer 7 Thc listed
programi{z) and priority mean that if the Ffile system iz not supported, the
next program will be wsed. Ex. if yon choose “Priority: ntfsclone »
partimage > 44", then if the file system iz x=fs, clonezilla will try to
use ntfsclone first, and of course, =fs iz not supported by ntfsclone,
then clonezilla will try to use partimage.

The default settings are optimized. If you have mo idea, keep the default
value, i.e. do HOT change anything, then zay "DK" and continue.

Friority: ntfsclone > partimage > dd

=gl PFriority: Only dd (support all filesystem, but inefficient)
-g& PFPriority: ntfsclone, partclone (experimental) > partimage > dd
Friority: partimage > dd (no ntf=sclone)

<0k > <Cancel >
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Clonezilla advanced extra parameters |
Set advanced pnraueiers (multiple choices available). If you have no idea,
keep the default wvalue, i.e. do HOT change anything. Juzt press Enter.:

C Client waits for confirmation before clowning
—-mogu i Do HOT show GUI of partimage, use text only
a Do HOT !'nm:l 1 turn om HD DHA
F e rt nfs when stop clonezil la
5 ¢ i - hardware de on when bhooting
-rm-win-swap-hib >0 nd hibernation file in Win if

‘s -ok ntegrit

<Cancel >

Select the action when the client finishes cloning (I want to shut down the client after the image has
been created, so I select -p poweroft):
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Clonezilla advanced extra parameters
The action when client finishes cloning:

-p reboot Reboot client when clone finizshes

p poweroff Shutdown client when clone finishes
-p choose Choose imn client as clone finishes
-p true Do nothing when clone finishes

<Cancel>

Press ENTER again on the next two screens to accept the default values:
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| Clonezilla advanced extra parameters
Choose the compression option. If you have no idea, keep the default
value, i.e. do NOT change anything. ~<<sHOTE<rss -z3 (lzop) is fastest for
compressing image and the image size iz good enough (slight larger than
that of gzip). However, it iz not recommended when saving the image in (1)
a network-based directory (2) a machine with bad gquality of memory (RAMI.
Its algorithm requires good guality network and RAM. If the network
guality or BAR iz not good ewough, your saved image will be broken?

Use 5 but smaller image)
-zlp Use parnllzl gzlp cunpr:ssiun (testing), for multicoresCPU
~Eé& Use bzipsd compressionislowest but smallest image)

-z23 Use lzo compression(faster, image size gzipl
-z  MWithout compression(fastest but largest imageld

<0k {Cancel >
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Clonezilla advanced extra parameters
The size (HB) to spllt a partition image file into nultipl: volumes Tiles.
If you do not want to split the image file, enter “AB".

N ——
<0k> {Cancel>

Press ENTER again:

If you do not want to split the image file, enter "B,

|

<0k LCancel

Setting the TERM as linux

AN d]l th o ) Save : i ile il they e st...done?t
+ : . -0 ask
'HI]II -k & #lock~sclon

Warningttt ° rnnyc' option is found in dthﬂ conf; thiz iz not a good way in clon
ezilla... It iz better to let your DRBL client acquire same IF address by settin
g MAC address in dhcpd.conf so that yon will HOT overwrite 05 of some unknown ma
chines.
Pr "Enter” to continue......

The server is now ready. Now start the client system that you want to clone. It is important that you
boot it from the network (via PXE) - you might have to adjust the boot order in the client's BIOS so
that it boots via PXE:
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Network boot from AMD AmTICITOA

After you've configured the client to boot from the network, you should see a DRBL boot menu.
Select Clonezilla: save disk (choose later) as image (choose later):

DREL Chittp:/7debl.nche.ory. tw, hitp:szdrbl.zf.net)

Debian 4.8 Livue C(DRBL wode, wostly local resources)

Clonezilla: save disk (choose later) as image (choose later) |
Local operating zystem (if auailable)

Hemory test using HWewtestBbe

Hegzz [Mabl to =it opblions

futowatic boot in 5 zeconds. ..

# Clowezilla verzion: 2.3.2-23. (C) 2083-2008, WCHC, Taiwkme.
# Dizclaiwer: Clonezilla cowes with ABSOLUTE HO MARRAHTY

(]) mfa&f 5\£"C'!?1’C, Taiwan
Ty AEGTRAXATFTE TS

Next provide a name for the image (or accept the default value):
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Clonezilla - Opensource Clone System (OCS)
Input a name to sawve the image

<Cancel>

Select the source hard drive:

HCHC Free Software Labs, Taiwan

] Clonezilla - Opensource Clone System (OCS)
Choose local disk as source.

The disk name iz the device name in GHU-sLinux. The first disk in the
system iz "hda" or “sda", the Znd disk is "hdb" or "sdb"...:

[#] hda J2.2GB WHware Virtuwal IDPE_Hard Drive HHHEBBBHHHAHHHHHHEH1

<0k > LCancel >

Afterwards, the image is being created and transferred to the CloneZilla server:
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... and the client system is shut down (or rebooted - that depends on the action you've chosen on the
server):
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That's it, we now have an image of our Linux system that we can clone to other systems.

4 Cloning/Restoring The Image

To clone or restore the image to other systems, run
/opt/drbl/sbin/dcs

again on the CloneZilla Server. Select All Select all clients:

HCHC Free Software Labs, Taiwan

| DREL. dewveloped by HCHC Free Software Labs |

s##Hint? From now on, if multiple choicez are available, you have to press
space key to mark your selection. A star sign (=) will be shown when the
selection is donesss

Do you want to zet the mode for all clients or part of them 7

Choose the mode:

Ffill Select all elients
Fart 3elect part of clients by IF or MAC address

L0k LCancel>

Choose clonezilla-start Start clonezilla_mode:
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HCHC Hational Center

Suwitech the mode:

remote-1inux-gra
remote-] inux-txt
terminal
remote-memtest
remote-fdos
clonezilla=-start
clonezilla-stop
local

reboot

shutdown
Wake-on-LAN

MoTe

DRBL ,

for High-Performance Computing, Taiwan

developed by HCHC Free Software Labs |

Client_remote_Linux, graphic_mode, _powerful _client
Client_remote_Linux,_ text_mode, powerful_client
Client_remote_Display_Linux, _terminal_mode
Client remote boot to run HemtestB6+

Client remote boot to run FreeDOS
Start_clonezilla_mode

Stop_clonezilla_mode

Client boots itz local 08

Reboot

Shutdown client now

Turn on client by Wake-on-LAN now

Hore modes or commands

<0k > <Cancel >

Select restore-disk Restore an image to client disk:

NCHC Hational Center

for High-Performance Computing, Taiwan

wClonezilla is free
Chooze the mode:

g -dizk

gave-parts

select-in-cl

restore-parts Restore an image to client partitions

dtart the Clonezilla mode
IEPL) software, and comes with ﬂBSDLHTE HOD WARRANTY=

Save nllent pnrtitluns as an llaqe

ient Choose savesrestore in client (unicast onlyl

<0k > {Cancel>

You can accept the default values on the next four screens by pressing ENTER:
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L e IR I N TP Rl advanced extra paramecters | 1

Set advanced parameters (multiple choices available). If you have no idea,
keep the default value, i.e. do NOT change anything. Just press Enter.

- auto =ins I grub in client HD MBR (only as grub config exists)
® | ﬁll"l]l Jqork when rnultind:-'.t
hnB PC Z e | ame g fF‘ -Idd.
-hnl PC ddre
= 5 * mMESS =3 |JL| ially for udpc
nogu i (1" I of |m1."t|rn.1 e, use text only
i Client aits r confirmation before clo
-u Select i 0 res = in el i Irlnlll for unicast restor

£ not res Iur'r l]lL HER tmn_r Boot C

tor the prebuilt MHR from zli - Windows on

i Filesystem to Fit

:lome t " 1 in image
uzes the HD CHS wvalue ( in i e) for sfdisk
: MBR (512 B) again after image was :5tored. Mot OK for p
Check image by MDS checksums

<Cancel>
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| Clonezilla advanced extra parameters
Set advanced parameters. If you have no idea, keep the dnfault value, i.e.
do HOT change anything. Just press Enter. Choose the mode to create the
partition table on the target disk: ===ATTENTIDN===(1) TO CREATE A HEW
PARTITION TABLE IN THE TARGET DISK. ALL THE DATA ON THE TARGET DEVICE WILL
BE ERASEDYtY (2) Clonezilla will not restore an image from large disk
(partition) to smaller disk (partition). However, it cam restore an image
from small disk (partition) to larger disk (partition). (3)If you do HOT
want clonezilla to create partition table, check =k:

Uze the partition table from imag

-k Do HOT create partition table in
-kl Create partition table proportion
-k& Enter command line prompt to crea
-ja Uze dd to create partition table
exit Exit

<Cancel?

HCHC Free Software Labs, Taiwan

Clonezilla advanced extra parameters
Do you want to HLHHYE provide clonezilla service for client T

HOTEt If you choose anyone -y option, the client won't boot local OS5
after it finishes clone 05 into local harddrivet If you are not sure, do
HOT choose anyone -y optiont

xip this option
-yd Server always provides clone mode - defawult local bhoot
-yl Server always provides clone mode - default clonezilla
-y£ Server always provides clone mode - default drebl

<Cancel>
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Clonezilla advanced extra parameters
action when client finishes cloming:

1 reboot Reboot client when clone Finishes
powerof f Shutdown client when clone finishes
choose Chooze im client as clone finishes
true Do nothing when clone finishes

<0k> <Cancel>

Pick the image that you want to restore:

HCHC Free Software Labs, Taiwan

Clonezilla - Opensource Clone System C(OCS)
Choose the image file to restore:

ZB89-81-13-23-img Z889-B1-14 _B1:51_hda

{Cancel

Choose the target hard drive:
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Clonezilla - Opensource Clone System (DCS)
Chooze the tnrgnt disk(s) to be restored (-/s-HOTEr~rs The cxlxting data in
the target disk will be owverwrittent?):

[#] hda disk(hd) _dizskia)

{0k> {Cancel>

Select multicast multicast restore:

HCHC Hational Center for High-FPerformance Computing, Taiwan

Clonezilla - DOpensource Clone System (0DCS)
Choose the mode to restore client disk

ulticazt multicast restore
broadcast broadcast restore
unicast unicast restore

<0k> <Cancel>

Choose clients+time-to-wait:
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Clonezilla - Opensource Clone System (DCS)

1 I
Choose the method for multicast clone:

clients+time-to-wait Set the no. of clients & maximum

time-to-wait Set the time for clients to start

clients-to-wait Set the no. of clients to clone
<0k > <Cancel>

Fill in the number of systems on which you want to restore the image (I want to restore just one
system in this example):

Software Labs, Taiwan

Clonezilla - Opensource Clone System (OCS)
How many clients to restore 7

{Cancel?

Fill in the max. time (in seconds) that the server will wait until all clients are powered on (i.e., if
you want to restore the image on ten clients, you have 300 seconds to power on the other nine
computers after you have powered on the first one - if you are too slow, CloneZilla will start to
restore the image only on the systems that have been powered on in time):
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Clonezilla - Opensource Clone System (DCS)

Haximum time tnlunit (Sec) (The counts start when first elicnt connects),
i.e. When wnot enough clientz have connected (but at least one), start
anyways after [thizs assigned seconds] since first client comnection have
passed. (Better >= 153}

<0k > <Cancel>

Afterwards, press ENTER twice:

anyuways after [this assigned seconds] since first client connection have
passed. (Better »>= 15)

C0k> <Cancel>

Setting the TERM as linux

AN 4|]i L]n o IWE Save : fig ile il they e

o i 1 ] ztoredisk ZHAT -E 3-£3-img hda

'HI]II -k i svar/slocks lla

Warningttt ° rnnyc' option is found in dhcpd.conf . this iz not a good way in clon
ezilla... It iz better to let your DRBL client acquire same IF address by settin
g MAC address in dhcpd.conf so that yon will HOT overwrite 05 of some unknown ma
chines.
FPr "Enter” to continue......
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Setting the TERM az linux
el e e e e e
=an all the evious =d config File if they e .. cdonet
i t multi toredisk -o 19 - E 13-23-img hda
svarsloc lla

t “range" option is found im dhepd.conf, this is not a good way in clon
It iz better to let your DRBL client acquire same [P address by settin
- address in dhcpd.conf so that you will HUT overwrite 05 of some unknown ma

"Enter” to

= multic ethernet port... done
ernct 1 for multic d in L]||

You ar g multi \t rlunr?JIIa, please make sure

. This ethernet port in server is up and connec .ﬂ:

If you hawve more than 1 (»=2) network switches for DRBL environment, make sur

all switches are connected to each other, otherwise multicast packets will not
send to every clients from the ethernet port mentioned abowve wia all the switch
:%; 50 the multicast clone migh* HOT start.

ess Enter” to continue.

Main Adu

Item Specific Help

+Removable Devices
CD-ROM Drive Keys used to view or
+Hard Drive configure devices:
<{Enter> expands or
collapses devices with
a+or -

{Ctrl+Enter> expands
all

<Shift + 1> enables or
disables a device.

<+» and <-> moves the
device up or down.

<n> May move removable
device between Hard
Disk or Removable Disk
<d> Remove a device
that is not installed.

In the boot menu, select Clonezilla: multicast restore:
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The cloning process will then begin:

1] restore partition from image File |

Fartition to restore:.............

Size of partition to restore:..... 28.75 Gik = 386VAAT??448 bytes
Current image file:............... stdin

Flln sgztems. e aaa s ext3fs

Partition was on device:.......... sdevsUolGroupdB-LogUo 188
Image created on:......ccoununncnn Tue Jan 13 23:45:17 ZAAI
Size of the original partition:...Z28.75 GiB = 388VAB77448 bytes
Time elapsed: .. ... ccvcivinnsnnsnna Jisec

Ezstimated time remaining:......... Zm:51zec
Spﬂ:d:inrr++11i|.|-r++11||rr++11||rrﬂ&&111 "inf.i“

Data copied:.........ccvvinvennnee 534.38 MiB -~ Z.94 GiB

copying wused data blocks [# to cancel, CtrlS to pause, Ctrl to resumel

Afterwards, the server will be notified that the process has finished...
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Before the client system boots, enter its BIOS again and configure it to boot from the hard drive!

If all goes well, the computer should boot into the cloned operating system.

5 Troubleshooting

It is possible that you see this message during the restore:
Failed to install grub

and that the system will not boot afterwards:

Grub
error 2

(I've had this with Ubuntu systems.)
The solution is to boot into a rescue system (e.g. Knoppix or the Ubuntu Live-CD) and install


http://www.knoppix.net/
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GRUB from the rescue system.

Once Knoppix or the Ubuntu Live system has started, open a terminal and become root:
Knoppix:

su

Ubuntu:

sudo su

Run

fdisk -1

to learn more about your partitioning:
root@Knoppix:~# fdisk -1

Disk /dev/sda: 32.2 GB, 32212254720 bytes

255 heads, 63 sectors/track, 3916 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/sdal * 1 3749 30113811 83 Linux
/dev/sda2 3750 3916 1341427+ 5 Extended
/dev/sda5 3750 3916 1341396 82 Linux swap/Solaris

root@Knoppix:~#

In this example, I have one big partition (/dev/sdal) that also contains the /boot directory (the Boot
column is marked with a star).

I will now mount that partition to the /mnt directory:

mount /dev/sdal /mnt
mount -0 bind /dev /mnt/dev
mount -o bind -t proc /proc /mnt/proc

(If you have a separate /boot partition, e.g. /dev/sda2, you'd mount it to /mnt/boot after you have
mounted /dev/sdal to /mnt.)

Now we install GRUB as follows:
chroot /mnt grub-install --no-floppy "(hd0)"
This will give you the following error:

root@Knoppix:~# chroot /mnt grub-install --no-floppy "(hd0)"
You shouldn't call /sbin/grub-install. Please call /usr/sbin/grub-install instead!

/dev/sdal does not have any corresponding BIOS drive.
root@Knoppix:~#

To overcome the error, run
chroot /mnt grub-install --no-floppy "(hd0)" --root-directory=/ --recheck

root@Knoppix:~# chroot /mnt grub-install --no-floppy "(hd0)" --root-directory=/ --recheck
You shouldn't call /sbin/grub-install. Please call /usr/sbin/grub-install instead!

Probing devices to guess BIOS drives. This may take a long time.
Installing GRUB to (hd0) as (hd0)...

Installation finished. No error reported.

This is the contents of the device map //boot/grub/device.map.



Check if this is correct or not. If any of the lines is incorrect,
fix it and re-run the script “grub-install'.

(hd0) /dev/sda
root@Knoppix:~#

That's it - now reboot...
reboot

... and don't forget to remove the Knoppix or Ubuntu CD from the CD drive. If everything goes
well, the GRUB error should be gone, and the system should boot without any problems.

6 Links

* CloneZilla SE: http://clonezilla.org/clonezilla-server-edition/
e Debian: http://www.debian.org/



http://www.debian.org/
http://clonezilla.org/clonezilla-server-edition/
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